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                                               Consolidating a campus
· Reduced physical servers from 20 to two servers on its main campus.  Server virtualisation set to be rolled out across other campuses.

· Time to deploy servers along with power and cooling requirements led the City of Bristol College to start looking at server consolidation.

· “At first, the Network team was given permission to try out virtualisation within a development environment. Using VMWare, the team set up an ESX server to use as a development server, on which they could deploy test servers for new applications.”  

· The installation has not only been simple, but it’s been relatively cheap over just a six-month period.

By Gillian Law

08 April 2008
THE CITY of Bristol College has seen major changes in its server infrastructure – in just six months it has reduced 20 physical servers to just two on its main campus. Having proven it works, the plan is now to roll out server virtualisation across other campuses.

“We wanted to start looking at virtualisation mainly for server consolidation,” says Dale Simpkins, (ICLT Network Manager). “We had a growing number of servers, with the related power and cooling requirements, and we were also keen to reduce the time to deploy servers – it was taking the best part of a day to build a server from scratch. So we knew virtualisation could help in all those aspects.”

At first, the Network team was given permission to try out virtualisation within a development environment. Using VMWare, the team set up an ESX server to use as a development server, on which they could deploy test servers for new applications.  We now have standardised server templates, which can be used to deploy new virtual servers very rapidly.  We can customise the server as it is created, specifying its hostname and IP address.  It now takes a few minutes to build a new server for our developers.

“That proved to be such a success that we rapidly ran short of storage space,” Simpkins says.

That initial success was enough of a catalyst to get things moving and bring in a live VMWare environment in the college. Two enterprise edition VMWare servers were connected to the college’s SANs (storage area networks) and the development server was also connected up to the SAN. 

“We’ve been working very closely with a company called ST-Four, who we had previously engaged on other projects. We talked to them about using virtualisation and VMWare, and they helped us with installing and setting up the ESX servers, and generally gave us hands on training as it was installed. That training meant we could then continue and migrate other servers on our own,” Simpkins says.

The initial installation is on the City of Bristol’s Ashley Down campus, and the plan is now to deploy more VMWare servers in some of the other campuses that have SANs installed (the college has 11 sites across Bristol). The process has been remarkably trouble free, Simpkins says. 

“It’s been very, very straightforward and easy. I know that in the early days of virtualisation, VMWare did run into some problems – but we just looked at what servers we wanted to consolidate, measured the CPU requirements, CPU usage, and mapped those all out. And then we specced the VMWare servers accordingly.”

The only problem that the team faced was dealing with their licensing server. The physical server had an array of USB license dongles plugged into it, and when it came to moving to the live environment, Simpkins faced a choice: “We could plug the dongles into one of the VMWare servers – and take the risk that, if that fell over, we’d lose the licensing server – or we could set up a VMWare cluster. We have two VMWare servers in our live environment, so we can fail-over the virtual machine to the other server.  We also purchased VMWare Virtual Center software which is used to centrally manage all the ESX servers, and virtual machines.

“To deal with the dongles, we bought a network USB hub where you can assign IP addresses to the USB devices. That’s done with a little piece of client software that’s installed on the virtual machine, and it maps the USB ports to an IP address that links to the network in the USB hub. So we can fail-over the licence server from one ESX server to the other,” he says. 

The installation has not only been simple, but it’s been relatively cheap. 

“We had an existing SAN infrastructure. And the actual software licences are not that expensive. VMWare is licensed on physical CPUs, so when we specced the servers, we specced them with dual quad processors. So – you buy two VMWare licences, to use on two physical CPUs … but when you fire up your VMWare server you’ve actually got eight CPUs to play with! So that’s quite a cost saving.

“Plus, we have a very good relationship with Dell, and get good pricing on server hardware. The two ESX servers we bought came in at around £7,000,” Simpkins says.

Overall, he says, the project has cost around £15,000 to £16,000 to date. “If we were buying physical servers, that would probably buy us eight. Now we have 20 servers consolidated onto the live environment, plus about 12 virtual development machines. And we’ve freed up a lot of physical space in the server room, and seen a huge reduction in power use,” he says. 

Another small but important side benefit can be seen in the college’s legacy systems. 

“We had a number of legacy systems running on old hardware that was out of hardware warranty. It was a real concern – if the server fell over we’d just lose the system. We couldn’t upgrade, we couldn’t migrate… but now we’ve solved that problem. We virtualised them, and now they’re sitting on brand new hardware, and running faster – and we can keep them going for as long as we need to,” Simpkins says. 

Eventually the team will look at other grid-related developments, perhaps linking the campus PCs. A small-scale project has just begun in thin client provision – providing access to the internet and other software on some machines in a college refectory. But for now, the team is concentrating on expanding the virtualisation – it’s been a great success in just six months, and it’s now time to expand further. 

“We’ve been really pleased with how it has gone to date. We’ll now deploy ESX servers on some of the other sites and look at disaster recovery – it’s all very well to have fail-over within a cluster, but if we lost this campus we would lose it all!” Simpkins says. 

This case study is produced by Grid Computing Now! to illustrate a particular application of grid computing. Its publication does not imply any endorsement by Grid Computing Now! of the products or services referenced within it. Any use of this case study independent of the Grid Computing Now! Web site must include the author's byline plus a link to the original material on the Web site.
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