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Virtualisation at Sheffield Hallam University

· Replacing 120 physical servers with 13 VMware ESX host servers has enabled Sheffield Hallam to expand server capacity considerably, while reducing energy costs and space requirements
· The power load of the server room was approaching that of the UPS, risking a shutdown, and availability of space was also becoming an issue 
· The pilot consisted of 30 virtual machines running on two high specification HP DL580 servers.
· The financial figures show that the virtual servers can result in significant cost savings through server hardware consolidation, even allowing for the additional cost of the VMware software and support.


Lisa Hopkinson, SusteIT

09 October 2008
Replacing 120 physical servers with 13 VMware ESX host servers has enabled Sheffield Hallam to expand server capacity considerably, while reducing energy costs and space requirements. Significant savings have been achieved on the cost of installing and operating hardware, and further efficiencies have been realised from exploiting the features available in VMware ESX Server.  While there are risks involved, and performance needs careful monitoring and tuning, the considerable financial, environmental and operational benefits make virtualisation a technology worth considering for universities and colleges, as well as other sectors.

The Innovation

Sheffield Hallam University has a user community of around 33,000 people (approximately 28,000 students and 5,000 staff) and a turnover above £150 million. It has an ambitious growth strategy, which includes capital investment of over £140 million over the next decade.  

In 2004 the university had two dedicated server rooms, containing around 250 servers. New projects had caused the server count to double in two years. The power load of the server room was approaching that of the UPS, risking a shutdown, and availability of space was also becoming an issue. As a result a major review of IT service delivery was initiated to address what was becoming an unsustainable expansion of server estate as well as inefficient server utilisation.  

Dave Thornley, Service Support Manager for Learning & IT Services, looked at a number of options. These included using outside or hosted services, which were very expensive at the time; server consolidation without virtualisation, which is difficult technically and creates additional maintenance problems; expanding servers outside the dedicated server room; or virtualisation. The latter was considered to be the least risky option. Dave then conducted a 12 month pilot of virtualisation software, VMware ESX Server©, one of three virtual software products from VMware.  

Software such as VMware ESX Server “virtualizes” the hardware resources of an x86-based computer—including the CPU, RAM, hard disk and network controller—to create a fully functional virtual or ‘guest’ machine that can run its own operating system and applications just like a “real” computer. Multiple guest machines share hardware resources without interfering with each other so that several operating systems and applications can be safely run at the same time on a single computer.

VMware ESX Server runs on its own Linux based operating system and cannot be used for any other service. It has a scripting interface that provides comprehensive automation of guests, and allows multi-processor guests, able to use 2 or 4 of the CPUs in the host machine. An add-on called VMotion can move guest machines between hosts even while the guest is running.

VMware ESX Server software allows one “host” server to run many virtual “guest” servers, reducing the number of physical servers needed. In 2004 there was only one similar product on the market, Connectix Virtual PC, which competed directly with another VMware software, VMware Workstation. Connectix has since developed virtual PC and server products which have since been bought by Microsoft and released as Microsoft products.

The pilot consisted of 30 virtual machines running on two high specification HP DL580 servers. Each was expected to run 12-16 guests. The servers were configured as follows:

	HP DL580



	2 x 1.6 GHz P4 Xeon CPUs



	18 GB memory



	2 x 72 GB hard disks



	2 x Gigabit Ethernet cards



	2 x Emulex HBAs





VMWare ESX Server requires 2GB of RAM to install the operating system and more memory needs to be added to run guest machines. Enough RAM was added to the hosts to allow 1-2 GB of RAM per guest server.

Over the course of the pilot, the ESX server ran multiple operating systems including Windows, Netware and Linux. Applications running in virtual machines included the AthensDA web service, Apache web server, Novell file and print, Altiris workstation management, Novell Clustering and Microsoft Terminal Server. 

At the end of the pilot there were 30 guests running on 2 live hosts. One host was running at about 40% CPU utilisation, the other at around 50%. In both cases memory use, network and disk throughput were well within the servers’ capacity.

The pilot demonstrated the extremely good stability and performance of virtualisation, with no crashes on the guest machines at all. The university has since invested in more “host” servers.  In October 2008, Sheffield Hallam had 13 VMware ESX hosts running 300 virtual machines, equivalent to three quarters of their servers. The virtual servers have allowed 120 physical servers to be retired and have prevented further growth in server numbers.  


 Although the upfront investment for virtual servers is much more than a physical server, Sheffield Hallam have found the much greater utilisation of capacity and space, as well as lower energy costs, has more than paid off.

Financial Benefits

The virtualised servers provide more services for less cost than traditional physical servers.  The 13 hosts running virtual servers replaced 120 physical servers, at a lower set up cost. The virtual servers provide the equivalent capacity of 300 physical servers, which would have cost over two and half times as much to deploy.  A £2500 saving is made on hardware for each virtual machine.

The table below shows the comparative costs of a virtual infrastructure of 13 hosts running 300 virtual machines, compared to the costs of the 120 physical servers it replaced, and the costs of a matching infrastructure (i.e. of an equivalent capacity).

	
	Virtual Infrastructure
	Physical Infrastructure replaced (virtualised infrastructure)
	Matching physical infrastructure (equivalent infrastructure)

	Servers
	13
	120
	300

	Racks
	3
	4
	10

	Switches
	4
	7
	16

	Weight (kg)
	772
	2555
	6373

	Per server costs (£) (to nearest £10)
	 1700
	4,640
	4,380

	Annual running costs (£) (to nearest £100)
	27,400
	98,300
	245,700

	Electricity consumption (kWh per year) (to nearest 100 kWh)
	82,000
	404,000
	1,009,200

	Carbon dioxide emissions (kg/y) (to nearest 100 kg) (a)
	42,600
	210,000
	524,800


(a) Based on Defra emission factor of 0.52 kg/kWh

The financial figures show that the virtual servers can result in significant cost savings through server hardware consolidation, even allowing for the additional cost of the VMware software and support. The set-up costs for the virtual servers are less than the infrastructure they replaced, and nearly 3 times lower than an infrastructure of equivalent capacity. The savings in running costs compared to the replaced physical infrastructure are equivalent to over £70,000 a year, or over £200,000 compared to an equivalent physical infrastructure. This is largely due to reduced maintenance costs.

Environmental Benefits

There are also significant environmental benefits. Electricity consumption is much lower – the 13 hosts require around 20% of the electricity consumed by the physical servers they replaced, or 7% of the electricity consumed by physical servers of the equivalent capacity. The virtual servers save an estimated 167,000 kg of carbon dioxide a year, compared to the replaced physical infrastructure, or 480,000 kg a year compared to an equivalent physical infrastructure. 

There are also resource and space savings. The much lower weight of materials associated with the virtual infrastructure will reduce the environmental impacts of materials, waste and pollution across the lifecycle of the server. Less floor space is needed to house the servers – a significant benefit as buildings have a large environmental footprint.
Operational Benefits
There are also a number of operational benefits associated with the virtual infrastructure:

•
Faster provisioning – virtualisation allows new servers and application to be commissioned and installed in less than a week, far faster than with physical servers which could take four to six weeks.  It is also very quick to replace servers following failures in power supply.  

•
Better server utilisation – 50 to 70% versus an average of 5% for physical servers. Currently servers are sized based on an expected peak workload, resulting in servers that are over specified for their normal usage. With VMware ESX servers resources can be allocated to servers as and when they need them, so the total amount of resources required should be less.

•
Flexibility – Virtualisation allows additional servers to be set up very quickly, e.g. when unexpected requirements arise without funding attached. 

•
Improved staff efficiency – faster deployment of servers and better availability of servers results in more effective use of staff time, both in the central support and faculties/departments.

Lessons 

Leadership – Sheffield Hallam is one of the few universities and colleges to undertake virtualisation on this scale. It initiated the project at a time when virtualisation was a new concept and there were considerable risks involved. Even in 2008, despite the myriad benefits and demonstrated excellent performance, its scale is still unusual in the sector. This is largely due to the drive and leadership demonstrated by the university’s IT Services team.

Performance –Host and guest performance need careful monitoring and tuning, especially when host configurations are changed. Two performance issues arose. One was running guests with CDs and floppy drives connected. The second was that some software running on Fireweed turned out to be more processor intensive than expected. This was resolved by balancing the load across the pool of ESX hosts. 

Hardware requirements are relatively high – a Gigabit Ethernet and SCSI disks, as well as 2 GB of RAM to install the Operating System.

Non-persistent disks - In several cases the VMware support for non-persistent disks was used to make potentially high-risk changes to running servers. In a traditional server environment the server would be backed up, then the changes made. If the changes fail then the backup would be restored to bring the server back to a working state. ESX Server allows guests to be set as ‘non-persistent’. In this mode the changes to the server are cached in a separate file and committed to the server when the administrator is happy the change has been successful. If the changes fail then the server can be reverted to its previous state simply by rebooting it. This reduces the time taken to roll back problems from hours to minutes, and makes the implementation of changes far easier to plan and carry out.

While this feature is extremely powerful the pilot showed that the use of non-persistent mode should be a short-term option for the duration of the installation of the changes. On one occasion in the pilot the ESX host crashed and all the non-persistent cache files were corrupted and lost, resulting in the servers being reverted to an earlier state. Research seemed to show that this could be a relatively common problem on ESX. Servers with disks in persistent mode do not suffer from similar problems.

If a rollback may be needed over a longer period than the change window for the server then the files that make up the server can be copied and backed up. Should a rollback be needed the files can be restored to restore the server to its original state.

Host sizing - The servers for the ESX pilot were sized based on experience with other VMware products and some guidelines from the product documentation. VMware supported using up to 8 guest machines per physical CPU in a host running ESX Server. A GSX Server used by the team had run 17 guests on two CPUs without a load problem. Each host was expected to run between 10 and 16 guests, using approximately 14-16 GB of RAM. 

In the pilot it became clear that ESX Server will run fewer guests per CPU than GSX. This is due to differences in the way that the VM engine is implemented between the products. In addition to this the memory sharing features of ESX Server meant that the servers were using less than half the installed memory when running at capacity for the host CPUs. The process of sizing hosts for VMware ESX needs to be refined further to accurately predict the capacity of the VMware infrastructure as it changes in the future.

Guest compatibility - One VM was set up using a version of Linux called Fedora Core 2, the freely distributed version of Red Hat Linux. There are some issues in running this distribution of Linux on any VMware product, resulting in very poor performance of guests. Research suggests that similar problems exist in Fedora Core 3, though not as severe as in FC2.

SUSE Linux does not suffer from the same problems, and the pilot included 2 SUSE Linux guests that had no performance problems.  No other operating system with similar issues was found in the pilot.

Server support skills - During the pilot it became clear that a very specialist set of support skills and knowledge are needed to successfully diagnose and resolve issues on ESX Server hosts and for some issues on guest machines. Normal support skills do not necessarily map onto VMware based environments.

Staff development activities to enable staff to acquire and maintain support skills in VMware ESX Server have included specific training, experience in day to day support of the ESX hosts and guests and participation in the VMware on-line peer support communities.

Linux timekeeping - The Linux kernel used in SUSE Linux 8 suffers from severe timekeeping problems when running as a guest machine, losing up to 10-15 seconds per minute. This is largely due to the default settings of the kernel, polling the hardware for time thousands of times per second. This heavily interrupt driven workload is not handled well by VMware which cannot keep up with the requests, resulting in the guest losing time., although overall guest and host performance is not affected.

Automatic time synchronisation cannot be used as the rate of loss is so severe. The problem can be worked around be forcing frequent time correction using a ‘brute force’ utility that will set the time regardless of the difference. The solution to the problem requires recompiling the Linux kernel with a lower polling rate (100Hz is recommended as adequate).

Risks

Impact of host failure - The most obvious risk is the impact of the failure of a single host machine. One host failure could result in the loss of availability of at least 10 servers. The use of highly redundant hardware would prevent downtime due to component failure for the majority of problems. The additional cost of redundant components is affordable due to the savings made by server consolidation. The use of 4+4 hour support should ensure that hardware problems are dealt with quickly.  

Where the use of redundant components fails to prevent a host from failing the guests on the server will fail too. In this case the guests could quickly be loaded on other ESX hosts and run on them while the host is repaired. This may result in reduced performance as the remaining hosts will be running more guests than normal. If all the hosts reach full capacity then it may be possible to shut some guests down to allow more critical guests from the downed host to run. 

To enable this, a dedicated VLAN would be needed for VMware ESX guests to avoid needing to reconfigure network settings as guests move between hosts. All hosts should be able to access all the SAN volumes used by VMware to provide the greatest flexibility possible when relocating guests.

VMware recommend that each SAN volume should be used for no more than 32 guests running on 2 hosts to avoid performance problems. If hosts fail it is possible this will be exceeded for short periods of time although any performance problems are likely to be short lived using 4 hour support contract.

The VMware product disappearing - VMware are in direct competition with Microsoft in the virtual machine market. History has shown that Microsoft are able to compete well against smaller opponents. If the VMware ESX Server product were to disappear from the marketplace then any organisation relying heavily on the software would need to begin migrate services to either physical machines or to alternative virtualisation products, requiring significant extra investment.

Since their acquisition by EMC, VMware have strengthened their position in the marketplace, making good use of the opportunities offered by partnership with EMC to reach new customers and sectors. Additionally they are diversifying into related markets, becoming less vulnerable to a single competitor. Overall, VMware look secure in the market in the medium to long term and VMware ESX can be considered a safe investment.

Future Developments

Sheffield Hallam are planning to expand the use of virtualisation. This will include solaris consolidation and storage virtualisation. OS virtualisation of Sun Solaris using Containers is now in production use and storage virtualisation using Datacore SANmelody is being rolled out. 

VMware ESX Server will also allow the university to implement ‘utility computing’, providing IT resource where and when needed. ESX Server allows administrators to set minimum and maximum resources available to each guest. For example, the use of Terminal Servers tends to go up during the evening and fall during the day. ESX Server could reduce the resources allocated to Terminal Servers during the working day, and increase those used for corporate applications that are heavily used in the day. After 6:00pm the resources could be reversed, with the greater part allocated to Terminal Server.

Without this flexibility every server has to size for the peak load expected, resulting in servers that are over specified for their normal usage. With VMware ESX Server hardware could be better utilised for a greater proportion of the time.

The ability to create templates of configured servers and to quickly deploy them when needed provides some compelling benefits for future provision of Terminal Server based services. Terminal Servers take a significant time to install and configure, and there is no easy upgrade route that does not require significant investment in additional hardware to avoid downtime.

VMware would allow the quick creation of new servers when required by copying templates. When upgrading servers new guests could be created and configured, then brought into service without having to decrease the availability or performance of the running service.

Further Information

Contact Dave Thornley, D.H.Thornley(at)shu.ac.uk for more information.
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